
Chemical ionization mass spectrometer for long-term
measurements of atmospheric OH and H2SO4

H. Berresheima,*, T. Elstea, C. Plass-Du¨lmera, F.L. Eiseleb,1, D.J. Tannerb,2

aGerman Weather Service, Meteorological Observatory, Hohenpeissenberg, Germany
bAtmospheric Chemistry Division, National Center for Atmospheric Research, Boulder, Colorado, USA

Received 7 December 1999; accepted 3 March 2000

Abstract

An atmospheric pressure/chemical ionization mass spectrometer (AP/CIMS) has been developed for continuous long-term
measurements of atmospheric OH and H2SO4. The corresponding methods both involve chemical ionization of H2SO4 by NO3

2

ions with OH being first titrated by excess SO2 to form equivalent concentrations of H2SO4 in the system. The chemical
ionization mass spectrometry (CIMS) system has been operated since April 1998 at the Meteorological Observatory
Hohenpeissenberg, a mountain research station of the German Weather Service in South Germany. A technical description of
the apparatus is presented followed by a detailed estimate of uncertainties in calibration and ambient air measurements
resulting from changes in instrumental and/or ambient parameters. Examples from both calibration runs and ambient air
measurements are shown. For the present system and operating conditions accuracy, precision, and detection limit are
estimated to be 39%, 30%, and 33 104 molecules cm23 for H2SO4, and 54%, 48%, and 53 105 molecules cm23 for OH
measurements, respectively, based on 5 min signal integration. (Int J Mass Spectrom 202 (2000) 91–109) © 2000 Elsevier
Science B.V.

Keywords:Chemical ionization mass spectrometry (CIMS); OH radical; H2SO4; Long-term atmospheric measurements; System performance;
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1. Introduction

The hydroxyl radical, OH, is the most important
oxidant in the gas phase chemistry of the lower
atmosphere. It efficiently controls atmospheric levels
of methane (a major greenhouse gas), carbon monox-
ide, compounds of sulfur, nitrogen, and a number of

other compounds such as hydrocarbons. This central
role of OH as a gas phase “detergent” defines to a
large part the self-cleansing power or the so-called
“oxidation capacity” of the atmosphere [1]. The dom-
inant primary source for OH in the lower troposphere
is photolysis of ozone at wavelengths below 320 nm:

O3 1 hn3 O(1D) 1 O2 (1)

O(1D) 1 H2O3 2 OH (2)

Typically, 10% of the O(1D) reacts with water vapor
according to Eq. (2) (assuming a H2O mixing ratio of
1%). Most of the O(1D) is energetically quenched to
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the ground state, O(3P), by collision with O2 or N2.
OH has an average lifetime of a few seconds or less
and maximum concentrations of only 106–107 mole-
cules cm23 (or 0.04–0.4 parts per trillion by volume,
pptv) in the lower troposphere. Therefore, measuring
OH in ambient air presents a major experimental
challenge.

Gaseous sulfuric acid, H2SO4, is mainly produced
from the oxidation of SO2 by OH:

SO2 1 OH 1 M 3 HSO3 1 M (3)

HSO3 1 O23 SO3 1 HO2 (4)

SO3 1 H2O 1 M 3 H2SO4 1 M (5)

In the atmosphere H2SO4 is predominantly removed
by deposition to aerosol particles and by absorption
into droplets. The atmospheric lifetime of H2SO4 in
the gas phase varies between a few minutes and about
1–2 hours. Similar to OH, atmospheric H2SO4 con-
centrations show a strong diurnal variation, typically
from as low as 104 molecules cm23 at night to
daytime maxima in the 106–107 molecules cm23

range. Because H2SO4 has a very low vapor pressure
under atmospheric conditions (below 1024 Pa) [2–4]
special attention has been given in recent years to its
role in gas-to-particle conversion, a process that
includes homogeneous condensation of H2SO4, pos-
sibly in combination with other neutral compounds or
atmospheric ions, forming molecular clusters that
may subsequently grow to stable submicrometer size
particles [e.g., 5–7]. Once these particles have reached
a few hundred nanometers in diameter they efficiently
scatter sunlight and play a crucial role in the forma-
tion of clouds and the regulation of global climate.
There is a strong need for reliable measurements of
H2SO4 to better understand these important processes
and their potential modification by man-made sulfur
emissions [8].

Both OH and H2SO4 have for a long time eluded
detection and measurement in the atmosphere. Using
CIMS-based techniques, H2SO4 was for the first time
measured in the stratosphere by Arnold and Fabian
[9], and in the troposphere by Eisele and Tanner [10].
Previous attempts to measure atmospheric OH were

only partially successful either because of relatively
low sensitivities or measurement interferences asso-
ciated with the corresponding techniques [11–13].
Only in recent years after substantial improvements
and with the development of several new techniques
have atmospheric OH measurements become more
successful [e.g., 14–18]. Among these new develop-
ments one of the most sensitive and versatile methods
is atmospheric pressure chemical ionization mass
spectrometry (AP/CIMS).

In the present work we describe a new AP/CIMS
system that has been specifically designed and tested
for long-term stationary field measurements but
which, in principle, can also be used on mobile
platforms or in laboratory studies. The present AP/
CIMS system is an outgrowth of previous MS-based
techniques that have been successfully applied for
measuring atmospheric positive and negative ions,
sulfur compounds, hydrocarbons, and OH [10,19–
25]. Major features distinguishing the present system
from previous versions include the use of different
vacuum pumps (cryopumps) and an improved OH
calibration unit. However, what is even more distin-
guishing from previous work is the goal of applying
the present system for long-term measurements.
Therefore, an extensive evaluation of the present
performance of the system and, in particular, of
potential measurement interferences is given in this
work based on preliminary experiences from two
years of test runs and ambient air H2SO4 and OH
measurements.

The present AP/CIMS system has been developed
and installed at the Meteorological Observatory Ho-
henpeissenberg (MOHp), a mountain research station
operated by the German Weather Service (DWD).
The station is located approximately 50 km north of
the Alps at an elevation of about 1000 m above sea
level. There are no major industrial sources in the
vicinity. The station is mainly surrounded by forests
and agricultural pastures. As part of DWD’s atmo-
spheric chemistry and climate research program the
system has been operated since April 1998 measuring
both H2SO4 and OH concentrations in the ambient
atmosphere (on 151 days in 1998 and 186 days in
1999). It has also been successfully operated on the
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west coast of Ireland in June 1999 as part of the EU
project PARFORCE (New Particle Formation and
Fate in the Coastal Environment). The complete
results of these measurements will be published sep-
arately in the near future.

2. Experimental

2.1. Measurement principles

The techniques used in the present study to mea-
sure atmospheric H2SO4 and OH both employ nega-
tive chemical ionization converting H2SO4 molecules
into HSO4

2 core ions by reaction with NO3
2 core ions

at atmospheric pressure [9,26,27]:

H2SO4 1 NO3
23 HSO4

2 1HNO3 (6)

The majority of the NO3
2 reactant ions are clus-

tered with neutral HNO3 and/or H2O molecules as
NO3

2(HNO3)m(H2O)n (m 5 0–2, n 5 0–3). How-
ever, because all of these compounds have been
shown to react with H2SO4 at similar rates ([26]; for
a detailed discussion see also [20]) they will be
addressed simply as NO3

2 in the following text. The
NO3

2 reactant ions are generated by a radioactive
alpha emitter (241Am) in a sheath gas flow of purified
air enriched with HNO3 vapor and high purity pro-
pane. The ion source is located in a region that is
spatially separate from the chemical ionization region.
This configuration and the presence of propane in the
sheath gas effectively prevent metastable and radical
species formed near the radioactive source from being
mixed into the sample flow and interfering with the
measurements.

The resulting HSO4
2 product ions are measured

along with the NO3
2 reactant ions by a quadrupole

mass spectrometer. The atmospheric H2SO4 concen-
tration can be determined from the ratio of the signal
counts obtained for both compounds, the interaction
time t between sample air and NO3

2 ions, and the rate
constantk for reaction (6):

[H2SO4] 5
1

kt
lnS [NO3

2] 1 [HSO4
2]

[NO3
2] D (7)

Based on the flow velocities and electrical fields
that are continuously monitored, the interaction time
was crudely estimated to be 0.15 s (which is uncertain
by about a factor of 2; see also [10]). During this time
interval only about 1% of the NO3

2 ions react to form
HSO4

2. Thus, the reaction does not significantly
change the H2SO4 and NO3

2 concentrations in the
center flow and Eq. (7) can be approximated by

[H2SO4] <
[HSO4

2]

[NO3
2]kt

<
{HSO4

2}

{NO3
2} kt

(8)

In Eq. (8) and in the following text braces are used
to symbolize signal counts whereas square brackets
denote concentrations. In principle, no absolute cali-
brations of [H2SO4] or knowledge of [HSO4

2] and
[NO3

2] concentrations are necessary because the mea-
surements are based on relative signal counts, i.e.
signal ratios, and a fixed calibration constant 1/kt.
However, in addition tot, the reaction rate constantk
('collision rate constant) is only known with an
uncertainty of about a factor of 2 [27]. Therefore, in
practice, the measurements are frequently calibrated
as described below. This also helps to compensate for
possible errors in the measurements such as wall
losses of H2SO4 in the system.

Atmospheric OH is measured indirectly by extend-
ing the H2SO4 analytical method. Prior to the chem-
ical ionization step OH is titrated by SO2, which is
added as a reactant gas to the sample flow. The
corresponding reaction sequence is the same as shown
in Eqs. (4)–(6). This results in an OH equivalent
concentration of H2SO4 in addition to the ambient air
H2SO4:

[OH] < F
{HSO4

2} TS 2 {HSO4
2} BS

{NO3
2}

5 F
D{HSO4

2}

{NO3
2}

(9)

In Eq. (9), F represents the calibration factor,
which ideally should be equal to 1/kt, and the
subscripts TS and BS denote “total signal” and
“background signal,” respectively. As previously
shown by Eisele and Tanner [24], the sensitivity and
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precision of the OH measurement is significantly
improved using isotopically heavy34SO2 as the titra-
tion gas to form H34SO4

2 ions that are detected atm/z
99 in the negative ion spectrum. The atmospheric
isotopes H2

34SO4 and H2
32S18O16O3 contribute only a

small background signal tom/z99, representing about
5% of the total atmospheric H2SO4 concentration. On
the other hand,34SO2 is rather expensive. When
atmospheric H2SO4 levels are relatively low and less
variable, OH titration using32SO2 may still provide a
satisfactory sensitivity and precision for ambient air
OH measurements. In this case, the OH concentration
is obtained from the difference between the total
H32SO4

2 signal and the background signal resulting
from about 95% of the atmospheric H2SO4 concen-
tration. Both signals are measured atm/z 97. At
Hohenpeissenberg, either32SO2 or 34SO2 is used for
long-term measurements of OH depending on air
quality and the desired sensitivity and precision of the
measurements.

Reaction (4) produces the hydroperoxy radical,
HO2, as an intermediate product. In addition, daytime
HO2 concentrations in ambient air are typically 1–2
orders of magnitude higher than OH concentrations.
Depending on the concentration of atmospheric nitro-
gen oxide (NO), the following reaction may signifi-
cantly recycle OH in the sample flow:

NO 1 HO23 NO2 1 OH (10)

To minimize a positive measurement artifact from this
reaction excess propane is added downflow from the
SO2 injection port to scavenge recycled OH mole-
cules before they can react with SO2 in the system. On
the other hand, potential negative interferences in
measuring OH may arise from reactions involving
atmospheric NO2, CO, and hydrocarbons (HC):

NO2 1 OH 1 M3HNO3 1 M (M 5 N2, O2)

(11)

CO, HC 1 OH3 Products (12)

In the atmosphere the OH–HO2 system (also called
the HOx system) is generally in a photostationary
balance. However, when air enters the inlet tube of the
chemical ionization mass spectrometry (CIMS) in-

strument, its illumination by ambient light progres-
sively decreases to zero. Eventually, ozone photolysis
[Eqs. (1) and (2)] in the sample air is shut off.
Nevertheless, corresponding changes in the OH con-
centration are small and will be neglected for two
reasons. First, the time for OH to adjust to the new
conditions (typically 1 s) is much longer than the
transport time to the titration region (about 160 ms),
and second, in ambient air the recycling of OH from
HO2 dominates substantially (typically 80%) over its
primary production from ozone photolysis. Measure-
ment uncertainties due to reactions (10)–(12) can be
estimated based on concurrent measurements of OH
and the respective reactant concentrations in ambient
air and subsequent model calculations, as shown in
the last part of this article.

In the following section the measurement princi-
ples are further discussed in conjunction with the
structural features of the present apparatus. A sche-
matic overview of the present AP/CIMS system is
shown in Fig. 1. Additional information on perfor-
mance tests conducted with different AP/CIMS sys-
tem configurations can be obtained from prior publi-
cations by Eisele and co-workers [19,20,24].

2.2. Sample inlet and chemical titration region

Ambient air is drawn into the system through a
turbulence-reducing scoop attached to a 10-cm-diam-
eter, 30-cm-long inlet tube. The average center-of-
flow velocity inside the tube is 5.2 m s21 (at standard
temperature and pressure, STP) as determined by
manual pitot measurements. From the center of the
inlet flow 10 standard liters (sl) min21 are sampled
through a 1.9-cm-diameter stainless steel sample tube
into the ionization region of the apparatus (equivalent
sample flow velocity: 0.59 m s21). The excess flow is
vented back into the atmosphere. Flow conditions in
the sample tube are quite laminar (Re, 1000). The
sample flow is maintained by a constant mass flow
difference induced in the ionization region (see next
section). In previous configurations [19] a nozzle at
the entrance of the sample tube has been used to make
the sample inlet flow less susceptible to ambient wind
turbulence. However, it was also reported that mea-
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surement sensitivity could be reduced by as much as
50% due to increased wall losses and turbulence
downflow from the nozzle.

Inside the sample tube OH is chemically titrated
according to Eqs. (3)–(5). Reactant and buffer gases
(SO2, N2, C3H8) are introduced to this region through
consecutive pairs of opposed stainless steel needle
injectors intruding into the tube. Three pairs of injec-
tors (denoted in flow direction as I, II, III in the
following text) are installed in the present system. For
simplicity, only two pairs are shown in Fig. 1. The
first pair (I) is installed at a 32 mm distance from the
sample tube inlet. The distances between the individ-
ual injector pairs are 16.3 mm (I–II), 36 mm (II–III),
and 52.3 mm (I–III), respectively. In general, the
latter injector configuration is used for the OH mea-
surements at Hohenpeissenberg.

To perform an OH measurement, SO2 is continu-
ously mixed into the sample flow along with N2

(ultra-high purity grade) through the first injector pair
(I). Typically, SO2 mixtures ranging between 0.5 and
2 vol.% are supplied to the system at flow rates
between 20 and 5 sml min21, respectively. This
produces an SO2 mixing ratio of approximately 10
ppmv in the sample flow that completely titrates the
OH within about 20 ms [19].

Before entering the sample tube SO2 is premixed
with N2, with the N2 flow being adjusted to give a
total flow of 21 sml min21. A second flow (4.4 sml
min21) is added to the mixture through a zero-dead
space valve switching every 15 s between N2 and
99.95 vol.% pure propane (C3H8). The addition of
propane to the sample flow through the first injector
pair produces a background signal [BS, see Eq. (9)]
based on the reaction of propane with OH. The rate
constant for this reaction is approximately equal to
that of the SO2 1 OH reaction (1.13 10212 cm3

molecules21 s21 and 0.853 10212 cm3 molecules21

s21, respectively, at 298 K [28]). Therefore, at typical
SO2 and propane mixing ratios in the sample flow of
10 ppmv and 400 ppmv, respectively, the OH reacts
with propane about 40 times faster than with SO2.
Under these conditions more than 98% of the OH in
the sample flow is consumed by propane. As men-
tioned in the previous section, a second flow of
propane (4 sml min21) is added continuously through
the rear set of injectors (III) to scavenge OH mole-
cules produced from the reaction of HO2 with NO in
the sample air.

All reagents added to the system require a high
degree of purity. Propane was purchased from two
different manufacturers (MG Industries, AGA). Al-

Fig. 1. Schematic overview (not scaled) of the major components of the Hohenpeissenberg AP/CIMS system including the calibration unit.
Gas flows are indicated by solid arrows and the UV light path from the calibration source is shown as a wavy line. The overall dimensions
of the system are: L 200 cm3 W 100 cm3 H 130 cm; total weight is approximately 300 kg. CDC5 collision dissociation chamber.
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though each cylinder filling was certified for the same
purity grade of propane (99.95 vol%), a small nega-
tive offset in the OH measurements resulted some-
times from unknown trace impurities in individual
cylinders. This is further discussed below in conjunc-
tion with Fig. 5. Either32SO2 or 34SO2 is used for
titrating OH. Both compounds can be supplied from
commercial manufacturers. However, we prefer to
prepare appropriate mixtures of either compound in
our laboratory using elemental ultra-high purity32S
(99.999%, C. Roth, Karlsruhe) or 90–99.8% enriched
34S (EG&G Mound, Miamisburg; Cambridge Isotope
Lab., Andover), respectively. The elemental sulfur is
first dried and then burned in a clean 10 liter glass
bulb containing an excess amount of ultra-high purity
oxygen. The resulting SO2 is separated from the
remaining O2 and transferred into a clean cryo-cooled
gas cylinder and finally pressurized with N2 to obtain
the desired SO2 mixing ratio in the cylinder (typically
1–2 vol.%). The amount of SO2 required for complete
titration of OH in the sample flow is experimentally
determined by generating a known OH concentration
(107–108 cm23 range) and gradually increasing the
SO2 mixing ratio in the sample flow until a constant
signal is obtained. Twice the corresponding SO2 mass
flow is then used for ambient air OH measurements.

2.3. Ionization region

As shown in Fig. 1, the sample tube protrudes into
the ionization region where NO3

2 reactant ions are
supplied from a sheath gas flow and focused into the
center region by a concentrical electrical field to mix
and react with the sample H2SO4 molecules. The
sheath gas (ambient air purified by active charcoal and
silica gel to remove particles, SO2, and other trace
gases) enters the ion source region through laminar
flow stainless steel screens, typically at 46 sl min21.
Just before the ion source region, propane is added
continuously to the sheath gas at 10 sml min21 to
remove OH radicals produced by the source. Also
near this point, HNO3 vapor is continuously added to
the sheath gas by a 5 sml min21 N2 carrier gas flow
passing through the head space of a Peltier-cooled
reservoir of concentrated liquid HNO3 (held at about

12 °C). The NO3
2 reactant ions are produced bya

bombardment from a radioactive241Am-source that is
concentrically attached to a separate tube in the center
of the sheath gas flow. Although the resulting nega-
tive ion spectrum is dominated by NO3

2 and clusters
containing NO3

2, a significant fraction of other ions
such as CO3

2 are also produced (comparable to the
relative formation of negative ions in the lower
atmosphere [29]). Therefore, the sheath gas is en-
riched with HNO3 to minimize the presence of these
other ions. The total exhaust flow from the ionization
region is typically 56 sl min21. Thus, the difference
between sheath and exhaust flow maintains the 10 sl
min21 sample flow into the region. The exhaust flow
is filtered through active charcoal cartridges and
vented back into the atmosphere at a minimum
distance of 50 m from the sampling point. From the
ion cloud forming around the sample flow axis both
reagent and product ions are forced by an electrical
field (approximately 50 V cm21) to enter the vacuum
region through a 200mm diameter aperture (“pin-
hole”). A small 1 sl min21 counterflow of dry N2 gas
on the atmospheric pressure side of the pinhole helps
to prevent air molecules from entering the vacuum
region, in particular H2O molecules that may other-
wise form higher order clusters upon adiabatic expan-
sion and cooling.

2.4. Vacuum analysis region

The vacuum housing of the Hohenpeissenberg
AP/CIMS system was designed to be as compact as
possible with minimum pumping volume. In princi-
ple, the whole system can be operated in different
positions (horizontal, vertical), and on mobile plat-
forms such as ships or aircraft. The housing was
custom-built including optional flanges for vacuum
pumps, electronic feedthroughs, and a 0.2 mm maxi-
mum tolerance for both plane parallelity and paraxi-
ality between the different components inside the
vacuum system (Kurt Lesker Co., Hastings, England).

In flow direction, the vacuum region behind the
pinhole begins with an entrance segment known as the
“collision-dissociation chamber” (CDC). The pres-
sure in the CDC is typically in the 1021 hPa range.
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Most of the ions entering the CDC are clustered with
neutral ligand molecules such as HNO3. In the CDC
these ligands are removed from the core ions by low
energy collisions of the clusters with N2 molecules.
The mean collisional energy is controlled by an
accelerating positive electrical field (E 5 10 V
cm21) between the entrance and the exit of the CDC.

From the CDC the declustered core ions enter the
first high vacuum chamber through a 1.5-cm-diameter
aperture. The pressure in this region is approximately
2 3 1023 hPa. Here the ions are refocused by an
array of electronic lenses and submitted to the second
high vacuum chamber (pressure approximately 2–33
1025 hPa) through a skimmer. The second chamber
contains another set of focusing lenses—the quadru-
pole mass-filter (3/4 in. rods; Extrel) and the electron
multiplier detector (“channeltron,” 1 in. orifice; De-
Tech) with associated signal amplifier electronics.

The high vacuum region is differentially pumped
by two cryogenic pumps (Ebara models ICP300 and
ICP200; N2 pumping speeds: 3000 l s21 and 1500 l
s21, respectively) operating with liquid helium. Both
pumps are flanged to the vacuum housing through
electropneumatic gate valves that can be controlled
either manually or automatically through electronic
safety circuits. Each pump produces a high vacuum
by freezing out gas molecules on two sequential
cooling stages. Operating temperatures are approxi-
mately 60–80 K on the first stage and 10–20 K on the
second stage. Typically, the pumps are heated out
after about 14 days of continuous operation. The
associated software-controlled regeneration cycle re-
quires only about 5 h. Within another hour the
vacuum housing is reevacuated and the system is
again ready for operation.

2.5. Calibration

Both H2SO4 and OH measurements are calibrated
based on known OH concentrations generated in the
sample air. Ambient water vapor is photolyzed in the
air inlet tube by a UV light source yielding an equal
number of OH molecules and H atoms, the latter
being rapidly converted to an equivalent number of
HO2 molecules by reaction with O2. Concurrently, the

H2O concentration is determined using a capacitive
humidity sensor or, more recently, a high-precision
chilled mirror dewpoint hygrometer (Michell Instru-
ments, model S4000). The main components of the
calibration unit are indicated in Fig. 1. The photolyz-
ing radiation centered atl 5 184.9 nm is produced
by a Pen Ray mercury lamp that is thermally stabi-
lized at 43 °C to provide a constant photon flux. The
Pen Ray light beam is guided through an optical filter,
reflected by an aluminum mirror, and passed through
a rectangular suprasil quartz window into the air inlet
tube. The optical filter transmits a narrow 22 nm band
around the 184.9 nm line (peak transmission: 16%),
thus eliminating potential interferences from the pho-
tolysis of ozone atl 5 254 nm. All major compo-
nents (lamp, filter, mirror, window) are installed in a
compact housing and continuously purged with nitro-
gen. The beam exit slit in the inlet tube wall is opened
and closed by an automatic shutter.

Calibrations are performed both manually (“map-
pings”) and automatically (“calibration checks” or
“calchecks”). In each manual calibration the number
of absorbed photons that generate OH radicals in a
unit volume of the sample gas is determined. The
incident UV photon flux (photons per unit area and
time) is scanned in flow direction over the entire
illuminated region upflow from the sample inlet tube.
Photon flux values are calculated from the product of
the current, imap, measured per unit area using a
solar-blind CsI photocathode (Hamamatsu model
R5764) in conjunction with a Keithley model 614
picoampere meter, and the sensitivityD of the cath-
ode at l 5 184.9 nm. Two different cathodes are
currently used in turn. The spectral sensitivities of the
cathodes (given in [W/mA] or [photons/As]) are
known from certified measurements by the
Physikalisch-Technische Bundesanstalt (PTB, Berlin,
Germany). The cathode used for calibration is
mounted on a precision two-axis positioning system
and has an aperture of 4 mm3 4 mm. By summing
up the scanning measurements made in adjacent 4 mm
intervals along the flow axis and averaging the result-
ing integrals over an effective sample flow diameter
(7 mm, calculated from the flow velocity profile) a
“linear” total photon fluxP is obtained (photons per
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time and unit length in perpendicular direction to both
the flow axis and the incident light beam. The gener-
ated OH concentration produced from the photolysis
of ambient H2O can then be calculated by Beer’s law
usingP in conjunction with a unit lengthL (5 1 cm
in the direction of the incident light beam), the flow
velocity v in front of the sample inlet, the measured
water vapor concentration [H2O], and the absorption
cross sections of water vapor at 184.9 nm (7.143
10220 cm2 at 25 °C; [30]):

[OH]UV,calc 5 ~P/vL!@1 2 exp(2s[H2O]L!] (13)

Subsequently, a “mapping” valueFmap is derived by
relating the theoretically determined concentration
[OH]UV,calc to the corresponding measured signal
counts:

Fmap5 [OH]UV,calc

{NO3
2}

{HSO4
2} TS 2 {HSO4

2} BS
(14)

In this case {HSO4
2} TS represents the total signal

corresponding to the sum of UV-generated OH, am-
bient air OH, and ambient air H2SO4 concentrations,
whereas {HSO4

2} BS is the total signal produced by
only the ambient air concentrations of OH and H2SO4.

Mappings are typically repeated once every 1–2
months for the long-term measurements at Hohen-
peissenberg. From averaging severalFmap values
obtained over a longer-term period of, say, 6–12
months, a single calibration factorF [Eq. (9)] is
derived and used as a representative value for the
same total period. Because H2SO4 and OH are both
measured based on the corresponding yields of HSO4

2

product ions [Eq. (6)], the same calibration factor is
used to determine both [H2SO4] and [OH] concentra-
tions in ambient air [in combination with Eqs. (8) and
(9), respectively].

Calibration checks are typically conducted every
30 min between measurements to monitor short-term
variations of the instrument’s sensitivity. They consist
of opening the shutter for about 5 min and measuring
[OH] versus [H2O] concentrations. This yields, in
each case, a “calcheck” valueFcheck:

Fcheck5
[OH]UV,calc

[OH]UV,meas
F (15)

Here, [OH]UV,measrepresents the measured UV-gen-
erated OH concentration that is derived according to
Eq. (9).

Variations ofFcheck(andFmap) may be induced by
interferences from ambient parameters, e.g. high NO,
NO2, or CO concentrations, or process parameters,
e.g. instabilities in flow velocities or inP. In order to
check the stability of the instrument’s performance, a
number of process parameters are continuously mon-
itored, e.g. the flow velocity near the inlet wall that is
measured by a built-in pitot tube. Also, the variability
of P can be monitored by installing a cathode at the
inlet wall across from the shutter slit.

3. Results and discussion

3.1. Measurements, tests, and improvements

Over the past two years our CIMS instrument has
mainly been operated in the negative ion mode,
although occasionally we have also recorded spectra
of positive ions resulting from H3O

1 proton transfer
to sample air molecules. In general, a much higher
number of masses with significant ion signals are
observed in the positive ion mode. When operating in
the negative ion mode sufficient HNO3 vapor is added
to the ion source region to produce almost exclusively
NO3

2 reactant ions, primarily as NO3
2(HNO3). Other

negative ions such as O2
2 or CO3

2 rapidly transfer
their charges to HNO3 (typically within milliseconds)
because the NO3 group possesses a much higher
electron affinity or acidity. Because there are only
very few compounds in ambient air with acidities
higher than HNO3 [predominantly H2SO4 and—in the
marine atmosphere—methanesulfonic acid
(CH3S(O2)OH) that is detected atm/z95] a relatively
“clean” negative ion spectrum (showing only a few
significant mass signals) is usually measured. An
example for a spectrum obtained in the marine atmo-
sphere is shown in Fig. 2. Except for the mass peaks
recorded atm/z95 andm/z175 this is also typical for

98 H. Berresheim et al./International Journal of Mass Spectrometry 202 (2000) 91–109



the spectra observed at Hohenpeissenberg. In general,
the sensitivities obtained for the major signals atm/z
62, 97, and 99 are in very good agreement with
previously published CIMS spectra for similar oper-
ating and ambient air conditions (e.g. Fig. 2(a) in
[19]).

However, occasionally additional compounds were
detected in the negative spectrum that significantly
interfered with the OH and H2SO4 measurements. For
example, pronounced peaks atm/z 69, 113, and 176
were observed when PFA teflon tubing (instead of
stainless steel tubing) was used in the N2 carrier gas
line. Fig. 3 shows observations made on a hot summer
day, when the N2 line was partially exposed to direct
sunlight. Clearly, the NO3

2 signal at m/z 62 was
anticorrelated with them/z 113 signal, which itself
showed a strong positive correlation with temperature
and sunlight intensity. Corresponding integral mass
spectra showed that a number of compounds with

masses larger thanm/z 200 (not resolved) were also
present in the system. The compound measured atm/z
113 was tentatively identified (by tandem mass spec-
trometric analysis at NCAR, Boulder) as trifluoroace-
tic acid minus a proton (CF3COO2; TFA2). It is
slightly more acidic than HNO3. The mass signal
observed atm/z176 corresponds to the adduct com-
pound TFA2(HNO3). Consistent with these results,
further fragmentation by tuning the CDC voltage to
2100 V resulted in a decrease of the mass signals at
m/z69 (CF3

2) andm/z113 and a significant increase of
the F2 signal atm/z 19. This example demonstrates
the importance of spectral analyses for identifying
potential measurement interferences. Therefore, neg-
ative ion spectra are frequently recorded between our
long-term OH and H2SO4 measurements.

In the atmosphere, both OH and H2SO4 concentra-
tions show significant diurnal variations consistent
with the respective photochemical production and

Fig. 2. Negative ion spectrum obtained from measurements of H2SO4 and OH concentrations using34SO2 to titrate OH (collision chamber
voltage:254 V). The spectrum was recorded in the clean marine atmosphere but is also typical for ambient air conditions at Hohenpeissenberg,
except for mass peaks atm/z95 (methane sulfonic acid) andm/z175 (unidentified). The mass peak atm/z103 is tentatively ascribed to malonic
acid. Mass resolution is deliberately broadened (60.5 amu half width) to minimize signal interferences from minor mass shifts. Contributions
to mass signals atm/z61, 63, and 64 partially arise from this broadening and from isotopes of O and N. Note that a linear scale is used on
the bottom to show signal and background ion count rates, and a log scale is used to show the large dynamic range between reactant and
product ion concentrations.
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specific removal processes of both compounds. Typ-
ical examples of diurnal variations of [H2SO4] and
[OH] measured at Hohenpeissenberg are shown in
Fig. 4(a) and (b). Measurements were made with a
30 s time resolution and alternated between H2SO4,
OH, and calcheck modes every 10 min, respectively.
The diurnal patterns and concentration ranges of
H2SO4 and OH observed at Hohenpeissenberg may be
considered typical for background continental bound-
ary layer air in northern midlatitudes. They are com-
parable to previous measurements made by other
investigators at different sites in the continental
United States and in Germany. H2SO4 concentrations
measured in spring and summer ranged from 13 105

cm23 (night) to .107 cm23 (midday) [10], and OH
concentrations ranged from,105 cm23 (night) to
midday maxima around 6–83 106 cm23 in fall [19]
and 7–143 106 cm23 in summer [14–17,31]. The
present study is the first to report wintertime H2SO4

and OH measurements in the midlatitudinal continen-
tal atmosphere [Figs. 4(a) and (b)]. Similar to previ-
ous observations by Eisele and Tanner [10] our
measurements frequently (in all seasons) showed the
presence of significant nighttime H2SO4 concentra-
tions in the upper 105 cm23 range (occasionally up to
2 3 106 cm23) even in relatively clean air [Figs. 4(a)
and (b)]. A preliminary evaluation of the total data set
accumulated until now suggests the existence of an
unknown atmospheric source contributing to these
nighttime (and possibly also to daytime) H2SO4 levels.

A comparison between the 30 s time-resolved OH
data shown for December 26 and 29, 1998, demon-
strates the significant improvement in OH measure-
ment precision that could be achieved by changing the
titration gas from32SO2 to 34SO2. Since the end of
1998 34SO2 has consistently been used for high-
precision daytime OH measurements with a much
lower OH background signal atm/z 99 compared to

Fig. 3. Time series of a negative interference in the NO3
2 signal (m/z62) observed on May 9, 1998. This interference was caused by elevated

concentrations of a compound identified as trifluoroacetate (TFA2, m/z113). The source of this compound was teflon tubing which, on this
day, was used in the N2 supply line of the CIMS system. The tubing was exposed to ambient sunlight and temperature yielding a maximum
TFA2 interference signal around midday.
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the m/z 97 H2SO4 signal. Another possibility of
testing the quality of our present OH measurements is
by comparing the results with independently mea-
sured values ofj (O1D), the ozone photolysis fre-
quency corresponding to reaction (1) that is measured
by filter radiometry (1 min resolution). Fig. 5 shows
an example demonstrating a very good correlation
(r 5 0.96) between corresponding diurnal cycles
measured for both parameters on September 4, 1999.
Slightly negative OH values were obtained after 18:00
CET. As mentioned earlier, we are aware that a
negative offset may sometimes be produced from
interferences by trace impurities in the propane re-
agent gas that could react with the SO2 in the system
and produce an elevated background signal. However,
the example in Fig. 5 shows no similar offset for the

early morning of the same day. Other possible expla-
nations for such negative interferences will be ex-
plored in future tests.

3.2. Error analysis and detection limits

As presented in Sec. 2, the concentrations of
H2SO4 and OH are calculated according to Eqs. (8)
and (9), respectively. Thus, uncertainties in the mea-
surements can be estimated in a first approach by error
propagation of the involved quantities. In the follow-
ing text the results of this analysis will be referred to
as “instrumental uncertainties.” In addition, the mea-
surements can also be influenced by changes in
ambient parameters, e.g. wind conditions or the chem-

Fig. 4. Typical diurnal variations of atmospheric H2SO4 and OH concentrations measured with 30 s time resolution in 10 min intervals
(circles). The results for each 10 min interval are also shown as two 5-min average values (squares). Results from two different days are
presented, demonstrating the significant improvement in OH measurement precision from using (b)34SO2 instead of (a)32SO2 as titrant gas
(with similar ambient H2SO4 concentrations).
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ical composition of the air [Eqs. (10)–(12)]. Further-
more, these changes can differ in their relative im-
pacts on calibration and ambient air measurements.
Therefore, both instrumental and ambient parameters
will be taken into account to estimate the total
uncertainties of the calibration and ambient air mea-
surements, respectively. Finally, for calibration mea-
surements the calculated precisions will be compared
with the observed reproducibility of the calibration
measurements.

3.2.1. Calibration
Instrumental uncertainties during calibration can

be directly estimated from Gaussian error propagation
calculations based on Eqs. (13)–(15). Our present
uncertainty estimates for the various parameters are
summarized in Table 1. Separate values for precision
and accuracy are given for each parameter. Precision
estimates were based on estimated uncertainties or
observed variations resulting from nonreproducible
effects, whereas accuracy estimates represent overall
uncertainties that also include systematic errors.

The flow velocityv was measured independently
with both a pitot tube and a hot wire anemometer.
Errors in v were calculated from corresponding un-
certainties in both methods and the relative differ-

ences in the obtained results. The uncertainty of the

Fig. 5. Correlation between atmospheric OH concentrations (circles: 5-min averages, vertical bars: standard deviations) and the ozone
photolysis frequency,j (O1D), measured on September 4, 1999.

Table 1
Estimated uncertainties (2s) of the Hohenpeissenberg CIMS
system for OH and H2SO4 calibration and ambient air-
measurements. Typical count rates are given as “cts in s” (counts
in seconds); chemical impact estimates are taken from Table 2

Precision (%) Accuracy (%)

Calibration
{NO3

2} (55000 cts in 2 s) 2 2
D{HSO4

2} (3000 cts in 8 s) 12 12
v 8 10
s 3
[H2O] 6 10
i (map) 4 6
D 9 20
Chemical impact (95 percentile) 39 39
Wind effect 30 30
Fcheck 53 57
F (total uncertainty, 5 mappings) 15 25

Ambient OH measurements
D{H 34SO4

2} (480 cts in 8 s) 46 46
D{H 32SO4

2} (440 cts in 8 s) 72 72
Chemical impact (95 percentile) 35 35
[OH] using 34SO2 (5 min average)48 54
[OH] using 32SO2 (5 min average)51 57

Ambient H2SO4 measurements
{H 2SO4} (500 cts in 8 s) 18 18
[H2SO4] (5 min average) 30 39
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absorption cross sections of water vapor at 184.9 nm
was given by Cantrell et al. [30] as 3% (Table 1).
Measurements of the water vapor concentrations were
performed in various time periods by different instru-
ments (capacitive sensor, psychrometer, and, more
recently, by a chilled mirror dewpoint hygrometer)
with their respective accuracies and with uncertainties
resulting from different sampling setups of the instru-
ments. For most of the period evaluated in the present
work an average dewpoint measurement accuracy of
61 °C was estimated corresponding to less than 10%
uncertainty with respect to the observed changes in
ambient air dewpoint (Table 1). An even lower
uncertainty than reported in Table 1 is presently
achieved by using a capacitive sensor for routine
measurements and the chilled mirror dewpoint instru-
ment for frequent calibrations. Both instruments are
installed within about 1 m distance from the CIMS
inlet. This setup results in a dewpoint uncertainty of
less than 0.4 °C.

As mentioned earlier, the photon fluxP was
measured using two or three calibrated photocathodes
and a picoamperemeter. Three calibrations of the
photocathodes were performed in intervals of eight
months by the PTB (Berlin, Germany). Correspond-
ing D values (sensitivities) determined for each cath-
ode partially increased between consecutive calibra-
tions by up to 20%. Relative changes between the
sensitivities of the three cathodes were less than 12%
(2s) over the whole period. These estimates are based
on results obtained from both the cathode calibrations
and the multicathode OH calibration measurements.
The resulting precision of individual cathodes is thus
estimated to be 9%, and the accuracy of the cathode
measurements is 20%. Because the 9% precision
already includes uncertainties due to cathode sensitiv-
ity, measurements of the current,imap, and positioning
of the cathode, this value is also valid for the
measurement precision of the photon fluxP. In
“calcheck” measurements changes in ambient water
vapor concentrations between the light source and the
center flow produce an additional error in the mea-
surement ofP that is, however, on the order of only
2% for typical ambient conditions and can thus be
neglected. In summary, if only instrumental uncer-

tainties are considered, the 2s precision of the cali-
bration is estimated to be 19% and the accuracy 28%
(not listed in Table 1).

In the following text we will also consider addi-
tional interferences in calibration measurements
caused by ambient parameters (e.g. wind turbulence,
reactive chemical species) that may occasionally pro-
duce significant errors. During calibration typically
5 3 107 molecules cm23 of both OH and HO2 are
produced in the photolysis region. These levels are
considerably higher than ambient OH concentrations.
Consequently, the HOx system is far off from station-
ary state conditions and relaxes back toward station-
ary state within characteristic times that depend on
ambient trace gas concentrations, mainly of NO, NO2,
CO, and hydrocarbons [Eqs. (10)–(12)]. Characteris-
tic times for readjustment to stationary state condi-
tions are about 1 s for OH and 1 min for HO2. The
impact of nonstationary state conditions on calibration
measurements can be rather complex because en-
hanced levels of NO2, CO, and hydrocarbons (in
particular isoprene) tend to reduce OH concentrations
in the sample flow between the photolysis and first
injector zones. At a flow velocity of 0.6 m s21 this
section provides a maximum available reaction time
of 84 ms. In contrast, NO tends to increase the
measured OH signal due to reaction (10) between the
photolysis and rear injector zones (173 ms). Both
negative and positive chemical interferences were
calculated using a similar approach to that of Tanner
et al. [19]. Corresponding changes in HOx and H2SO4

concentrations in the sample inlet and titration regions
of the CIMS instrument are shown in Fig. 6 for
selected combinations of pertinent trace gas concen-
trations. In addition, calculated errors for OH calibra-
tion measurements ([OH]UV,meas) with respect to
changes in ambient concentrations of selected trace
gases are given in Table 2. These estimates are based
on daytime measurements and typical trace gas con-
centrations at Hohenpeissenberg also shown in Table
2; nighttime conditions would result in slightly higher
error estimates.

The results suggest that ambient trace gas concen-
trations can have a significant impact on the OH
calibration signal and the resulting calibration factor.
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Relative to the theoretical value [OH]UV,calc, the
measured OH calibration signal is reduced for each
case shown in Table 2, even for the base case

assuming the relatively low median concentrations of
NO, NO2, CO, and isoprene (213%). For the 5
percentile scenario, losses are reduced to 7%, how-

Fig. 6. Model simulations of the influence of different concentrations of NO, NO2, CO, and hydrocarbons (HC) in ambient air on the calibration
of OH and H2SO4. Assuming an initial UV-generated concentration of 63 107 molecules cm23 for both OH and HO2, the temporal profiles
of the corresponding concentrations of OH, HO2, and H2SO4 in the sample inlet are shown for the time elapsed since photolysis of the air
sample (entrance of the sample inlet). Titration of OH is set to begin after 84 ms. Three different scenarios have been simulated: (1) NO5
0.2 ppb, NO2 5 1 ppb, CO5 200 ppb, HC5 0.5/s, (2) NO5 2.0 ppb, NO2 5 6 ppb, CO5 200 ppb, HC5 1.5/s, (3) NO5 2.0 ppb,
NO2 5 10 ppb, CO5 500 ppb, HC5 4.0/s. For HC a total OH reactivity value (sum of individual rate constants3 HC concentrations), has
been assumed for each scenario.

Table 2
Top section: Median, 5 percentile, and 95 percentile mixing ratios (in parts-per-billion by volume, ppbv) of NO, NO2, and CO for the
total period 1995–1998, and of daytime isoprene levels in June 1999, measured at Hohenpeissenberg. Middle and bottom sections:
Calculated changes of OH concentrations (in %) between the sample inlet and ionization region as a result of chemical interferences from
different trace gas mixing ratios. “Base case” assumes median mixing ratios and a turnover rate of 0.5 s21 due to reaction of OH with
hydrocarbons other than isoprene. Individual “5 percentile” and “95 percentile” estimates assume the respective value for the
corresponding compound and median values for all other compounds. “Total” estimates are based on median, 5, and 95 percentile mixing
ratios of all listed compounds, respectively (also, a hydrocarbon turnover rate of 2.5 s21 was assumed in the “95 percentile” case); see
text for further model assumptions

NO NO2 CO Isoprene Total

Median 0.07 1.8 166 0.057
5 percentile 0.03 0.45 95 0.001
95 percentile 1.13 8.3 307 0.536

Calibration: [OH]UV,measdeviation from [OH]UV,calc (%)
Base case 213
5 percentile 213 29 210 212 27
95 percentile 28 225 217 219 239

Ambient air measurements: [OH]amb deviation from true ambient [OH], (%)
Base case 9
5 percentile 7 10 6 8 5
95 percentile 11 22 14 16 35
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ever, the 95 percentile scenario causes measurement
errors of 39%. Although both scenarios, which
roughly bracket the 2s ranges of the corresponding
trace gas mixing ratios, are clearly unsymmetrical, we
use 39% as a conservative estimate of the uncertain-
ties due to chemical interferences estimated in Table
1. Fig. 7 shows an extreme example of “chemically
induced” variations ofFcheck resulting from heavily
polluted conditions on November 23–24, 1998,
which, however, are rarely encountered at Hohenpeis-
senberg (see Table 2). Any measurement interfer-
ences by wind turbulence can be excluded because
calm conditions prevailed on both days (wind speed
,3 m s21). Fcheck values for “undisturbed” periods
were in the range of 2–33 109 cm23. Clearly, the
high values ofFcheck between 17:00 and 19:00 on
November 23 [corresponding to low values of the
measured OH calibration signal; Eq. (15)] were cor-
related with unusually enhanced NO2 and CO mixing
ratios (NO2 up to 16 ppbv and CO up to 490 ppbv). In
the same time intervals NO mixing ratios were mostly
well below 1 ppbv. On the other hand,Fcheck values
decreased slightly around 11:15 on November 24,
when NO, NO2, and CO mixing ratios increased to 16

ppbv, 12 ppbv, and 480 ppbv, respectively. Later, at
13:30, Fcheck returned to values typical for “undis-
turbed” conditions (2.73 109 cm23) although the air
was heavily polluted by heating exhausts from nearby
residences. However, at that time both NO and NO2

mixing ratios were at the same level (19 ppbv each;
CO: 650 ppbv) which resulted in a compensation of
the corresponding opposite effects of NO and NO2 on
the OH calibration signal yielding a “normal”Fcheck

value.
Fig. 8 shows a typical example for the influence of

wind speed on the measuredFcheckvalues recorded on
June 21, 1998. On this day the concentrations of all
the trace gases considered in Fig. 6 and Table 2 were
low enough to rule out any chemical interferences in
measuringFcheck. The observations suggest a positive
correlation betweenFcheck and wind velocity above
approximately 5 m s21. Wind speed showed an
impact on Fcheck values for horizontal as well as
vertical air inlet configurations. Pitot measurements
near the inlet wall close to the entrance of the sample
tube showed an impact of ambient wind on the flow
pattern in the air inlet region such that higher flow
velocities were measured when wind blew across the

Fig. 7. Variations of the “calcheck” value,Fcheck, on two days with significant air pollution episodes as indicated by the corresponding NO
and NO2 mixing ratios (November 23–24, 1998). The ambient wind speed on both days was,3 m s21.
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inlet toward the side of the pitot tube (and vice versa).
These effects may have enhanced flow turbulence and
potentially induced losses of OH and H2SO4 in the
sample tube and ion reaction region (wall losses and
losses due to dilution of the sample flow with sheath
gas). To estimate the potential error resulting from
wind turbulence, the data in Fig. 8 were divided into
nondisturbed (,5 m s21) and disturbed (.5 m s21)
regimes. Corresponding average values forFcheck

were calculated as (2.56 0.3) 3 109 cm23 and
(3.5 6 0.7) 3 109 cm23, respectively, differing from
each other by 42%. However, because wind velocity
during measurement periods was mostly less than 5 m
s21 at Hohenpeissenberg, only a 30% uncertainty in
Fcheck was attributed to “wind effect” in Table 1.

Combining the precisions of the instrumental and
ambient parameters, a total precision forFcheck of
53% is calculated. For comparison, an example for
observed variations ofFcheckis shown in Fig. 9.From
these data an average value of (3.06 1.4) 3 109

cm23 and an overall precision of 46% were deter-
mined forFcheck after excluding short-term episodes
with fog conditions and/or significant air pollution
(circled values in Fig. 9). Wind speed was always
significantly less than 5 m s21 in the corresponding
period. Although estimated precision and observed

variations ofFcheckappear to be comparable within a
range of a factor of two, we cannot rule out the
possibility of additional interferences by ambient
parameters onFcheck measurements that at this time
have not yet been recognized or fully understood.

The observed reproducibility ofFmap was deter-
mined from manual calibration measurements (“map-
pings”) to be 34%. This figure is assumed to be only
marginally influenced by ambient parameters because
mappings were only performed on days with calm
winds and low trace gas concentrations. This assump-
tion is supported by the reasonable agreement be-
tween the reproducibility ofFmapand the instrumental
uncertainty inF of 19%. The total uncertainty of the
calibration factorF (Table 1) is then calculated from
the errors of the correspondingFmapvalues (data from
5 mappings have been used for the estimate in Table
1) and the systematic uncertainties inv, s, [H2O],
i (map), andD. A total precision of 15% and accuracy
of 25% forF have been estimated in Table 1, with the
UV cathode sensitivityD representing the largest
individual error source in this estimate.

3.2.2. Ambient OH and H2SO4 Measurements
Uncertainties in ambient air OH concentration

measurements are determined from the calibration
factorF and the corresponding signal count rates [see
Eqs. (9) and (14)]. Thus, error propagation has to
considerF, count statistics, and potential wind and
chemical interferences. Errors due to wind-induced
turbulence are assumed to be similar to those in
calibration measurements. Estimated sensitivities of
ambient air OH measurements against changes in
concentrations of selected trace gases are included in
Table 2. For the corresponding calculations, a con-
stant OH production rate from photolysis of O3 of
2 3 106 cm23 s21 was assumed as well as stationary
state conditions for the calculation of ambient air
[OH]amband [HO2]ambresulting in OH concentrations
of 4.0, 7.7, and 1.03 106 cm23 for “base case,” 5
percentile, and 95 percentile scenarios, respectively.
This procedure was preferred to using prescribed
[OH]amb because it accounts for the variations of
[OH]amb under the various trace gas scenarios (see
Table 2). It was found that chemical interferences

Fig. 8. Variations of the “calcheck” value,Fcheck, as a function of
ambient wind speed (June 21, 1998). The air was relatively clean
with ambient NO and NO2 levels mostly around 1 ppbv each or
lower.
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could produce an overmeasurement of [OH]amb by as
much as 5–35%. On the other hand, the same inter-
ferences could result in an undermeasurement of
[OH]UV,meas levels during calibration runs. This dif-
ferent sensitivity results from the fact that only small
deviations from stationary state occur in the “dark”
inlet region during ambient OH measurements, in
contrast to relatively large deviations during calibra-
tion measurements. In total, for OH measurements at
5 min time resolution using34SO2 as titration gas a
precision of 48% and an accuracy of 54% is calcu-
lated from error propagation (Table 1). If32SO2

instead of34SO2 is used as titration gas, the numbers
are slightly higher due to the higher background
signal contribution by ambient H2SO4 concentrations.

For very low OH concentrations the errors are deter-
mined by the detection limit (see below).

Errors in ambient air H2SO4 measurements (5 min
time resolution) are smaller than for OH because
they are measured without chemical titration and
because H2SO4 has a relatively long lifetime in the
ambient atmosphere (typically two or more orders
of magnitude longer compared to OH). Thus, the
corresponding precision is assumed to be deter-
mined only by wind effects and the reproducibility
of the corresponding signal count rates. A value of
30% is estimated. The accuracy estimate for the
H2SO4 measurements (39%) was derived by addi-
tionally accounting for the uncertainty in the cali-
bration factor. For 30 s signal integration the

Fig. 9. Typical variations of the “calcheck” value,Fcheck, over a longer term period (April 20–May 5, and June 7–8, 1999). Also included
are values forFmapdetermined in two corresponding manual calibrations (“mappings,” see text). Circled data were correlated with significant
interferences from instrumental and/or ambient parameters (see text) and have been excluded from statistical calculations. Using the remaining
data an averageFcheck value of (3.06 0.7) 3 109 cm23 was determined for the corresponding period.

107H. Berresheim et al./International Journal of Mass Spectrometry 202 (2000) 91–109



precision and accuracy estimates are 33% and 41%,
respectively.

3.2.3. Detection limits
From the 2s scatter of signal count rate measure-

ments at nighttime, the corresponding detection limits
for 5 min signal integration were calculated to be 23
105 molecules cm23 for OH and 33 104 molecules
cm23 for H2SO4. However, for the present time we
conservatively estimate the OH detection limit to be
5 3 105 molecules cm23. For most of the 2-yr mea-
surement period considered here this value corre-
sponds to the maximum negative offset signal ob-
served at nighttime (see Fig. 5). The factors producing
this variable offset signal are not yet fully understood
and will be the subject of future studies.

4. Conclusions and future plans

We have described the present operating status of
a new AP/CIMS system for long-term measurements
of atmospheric OH and H2SO4 concentrations. A
detailed error analysis has been conducted, including
uncertainties from instrumental as well as ambient air
parameters (wind and chemical interferences). With
respect to H2SO4 measurements, CIMS methods orig-
inally developed by Eisele and Tanner [10] and by
Arnold and co-workers [9,32] are unique in their
sensitivity and time resolution. For our present system
we estimate a H2SO4 detection limit of 33 104

molecules cm23 based on 5 min signal integration;
measurement accuracy and precision are 39% and
30%, respectively, for 5-min time-resolved measure-
ments. With respect to atmospheric OH measure-
ments, corresponding estimates are 53 105 mole-
cules cm23 for detection limit (5-min signal
integration), 54% for accuracy, and 48% for precision
(5-min time resolution). The largest contribution to
the uncertainties in our present OH measurements is
caused by variations in ambient parameters (wind and
chemical interferences). Several aspects of the system
performance under calibration and ambient air mea-
surement conditions are not yet fully understood or
can only be crudely quantified at this time. Therefore,

our work in the near future—in addition to establish-
ing a long-term record of ambient air H2SO4 and OH
concentrations—will focus on continuously improv-
ing the performance of the system both by modifica-
tions of hardware components as well as optimization
of operational parameters. For example, preliminary
tests have shown that a reduction of the OH titration
time by increasing the sample flow rate and/or reduc-
ing the distance between the front and rear injectors
should yield a considerable improvement of the OH
measurement precision and sensitivity. This may also
require moving the front and rear injectors closer to
the entrance of the sample inlet tube and using a
nozzle to better stabilize the inlet flow against wind
turbulence. Appropriate tests will be conducted with
the overall goal to better quantify and minimize
interferences by wind turbulence, chemical reactions
in the presence of polluted air, drifts in instrumental
parameters (optical and mass flow components), and
surface wall losses in the system. In addition, field
measurements are planned involving a side-by-side
intercomparison with other OH-measuring systems
such as Laser-induced fluorescence or differential
optical absorption spectroscopy. Measurements in the
positive ion mode will be another research objective
in the future.
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